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Abstract: Data mining is the process of discovering and extracting of interesting patterns and knowledge from large 

amounts of data. The field of agriculture has to deal with large amounts of data and processing and retrieval of 

significant data from this abundance of agricultural information is necessary to help the farmers. Therefore, appropriate 

methods and techniques are required for managing and organizing this data to increase the efficiency and agricultural 
productivity. The application of data mining methods and techniques to discover new insights or knowledge is a 

relatively a novel approach in agriculture. Data mining can help to process and convert this raw data into useful 

information for improving agriculture. In this paper, various data mining techniques used for processing of agricultural 

information/data such as k-means clustering, k-nearest neighbour, artificial neural networks, support vector machine, 

naive Bayesian classifier and fuzzy c-means are described. With the advancement of novel and appropriate data mining 

techniques, different types of agricultural problems will be addressed to improve crop productivity. 
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I. INTRODUCTION 

 

With an increasing population and a commensurate need for increasing agricultural production, there is an urgent need 

to improve management of agricultural resources [1]. Nearly two-thirds of population in India directly depends on 

agriculture for its livelihood and therefore, agriculture is the backbone of the Indian economy. The productivity of 

agriculture is very low because only one-third of the cropped part is irrigated [2, 3]. So as the demand of food is 

increasing, the farmers, agricultural scientists and government are trying to put an extra effort by implementing 

techniques for more food production. But still today, farmers are performing agriculture-related tasks manually and a 

very few farmers are using the new methods, tools and techniques of farming for better agriculture production. 

Moreover, in traditional crop field management, uniform input application not only consider the concept of spatial and 

temporal variability within a crop field, but also results in environmental pollution and reduction of farm profits. The 

need of site-specific management or precision agriculture has been advocated by researchers, producers and farmers in 

the worldwide. Advanced information technology that can provide quick and cost-effective ways to identify spatial 
variability within crop fields is the basis of precision agriculture. Moreover, remote sensing technologies have 

advanced rapidly in recent years and have become effective tools for site-specific management in crop protection and 

production. 

Raw data in agriculture is very diverse. It is necessary to collect and store it in an organized form and integrate it for the 

creation of agricultural information system. Therefore, there is a need of utilization of information and communications 

technologies, which will enable the extraction of significant data from agriculture in an effort to obtain knowledge and 

trends. It will also help in the elimination of manual tasks. Easier data extraction directly from electronic sources and its 

transfer to secure electronic system of documentation, will reduce the production cost, higher yield and higher market 

price. Data mining technique will provide information about crops and enable agricultural enterprises to predict trends 

about customer‟s conditions or their behaviour. It analyzes the data from different perspectives and helps in finding 

relationships in seemingly unrelated data. The computational needs of agriculture data and how data mining techniques 
can be used as a tool for knowledge management in agriculture should be considered by researchers. Data warehouses 

can be prepared to hold agriculture data, which makes transaction management, information retrieval and data analysis 

much easier. 
 

Data mining represents a set of specific methods and algorithms aimed solely at extracting and patterns patterns from 
raw data. It helps in the process of discovering previously unknown and potentially interesting patterns in large datasets 

[4]. Data mining, which is also termed as knowledge discovery, is the process of analyzing data from different 

perspectives and summarizing it into valuable information for future use [5, 6]. This „mined‟ information produced 

from data mining can be used for variety of purposes like research, future forecasting or prediction, classification etc. in 

agriculture.  Analysis of data in effective way requires understanding of appropriate techniques of data mining. The 

objective of this paper is to describe different data mining techniques in perspective of agriculture domain.  
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II. METHODS USED: APPLICATION OF DIFFERENT ALGORITHMS 

 

Data mining tasks can be classified into two categories: Descriptive data mining and Predictive data mining. 

Descriptive data mining tasks characterize the general properties of the data in the database while predictive data 

mining is used to predict explicit values based on patterns determined from known results. Prediction involves using 

some variables or fields in the database to predict unknown or future crop, weather forecasting, use of pesticides and 

fertilizers to be used and revenue to be generated. Different techniques and algorithms used in data mining for 

improving agriculture productivity are described in this section.  

 

1. Clustering  
Clustering is an unsupervised learning technique that takes unlabeled data points (data records) and classifies them into 

different groups or clusters. This is done in such a way that points assigned to the same cluster have high similarity, 

while the similarity between points assigned to different clusters is low [7]. In clustering, the focus is on finding a 

partition of data records into clusters such that the points within each cluster are close to one another. It can also be 

defined as a process which partitions a set of data (or objects) into a set of meaningful sub-classes called clusters [8].  

 

1.1. k-means approach: The k-means is a data mining technique for clustering [9, 10]. The aim is to find a partition of 

the set in which similar data are grouped in the same cluster given a set of data with unknown classification. Samples 

that are close to each other are considered similar and the measure of similarities between data samples is calculated 

using a suitable distance. The parameter k in the k-means algorithm plays an important role as it specifies the number 

of clusters in which the data must be partitioned. The center of the cluster can be considered as the representative of the 
cluster because the center is quite close to all samples in the cluster. It follows that a cluster contains similar data if all 

its samples are closer to its center and not to the center of some other cluster. Therefore, the k-means algorithm moves 

the corresponding data samples from their original cluster to the new cluster, when samples belonging to a cluster are 

closer to the center of a different cluster. Figure 1 shows an optimal partition in clusters of a set of points in a cartesian 

space. 

   

 
Figure 1. An optimal partition in clusters of a set of points in a cartesian space: (a) the points are not assigned yet to any 

cluster; (b) points belonging to the same cluster are marked using the same symbol. 

 
The k-means algorithm is an algorithm for local optimization, because it identifies a sequence of partitions in clusters 

which have strict decreasing function values. Hence, the k-means algorithm is able to find only one of the local minima 

of the function f, that may or may not correspond to the global minimum. For this reason, the k-means algorithm is 

usually performed several times using different initial partitions. The partition corresponding to the smallest value of 

the function f is considered to be the optimal solution. The k-means algorithm belongs to the category of expectation 

maximization (EM) algorithms that are elegant and powerful methods for finding maximum likelihood solutions for 

models with latent variables [11].    

 

There are some disadvantages in using the k-means algorithm. One of the disadvantages could be the choice of the 

parameter k. In some applications, this choice can be trivial, if the samples have to be divided in a predetermined 

number of categories, such as „„good‟‟ and „„bad‟‟ samples, then in this case k = 2. In the majority of cases, however, 
the parameter k is unknown apriori. The computational cost of the algorithm is another issue that needs attention. Most 

of the cost is due to the computation of distances and new centers. The standard k-means algorithm computes new 

centers every time a sample migrates from one cluster to another. There is a variant of the standard algorithm that 

computes new centers only when all samples in the set of data have been checked and eventually moved. This variant is 

referred to as the h-means algorithm. The two algorithms are sometimes combined together in which the h-means 

algorithm can be initially used to identify a partition close to the optimal one that is then used by the k-means algorithm 

as a starting partition. Over the years, other variants of the basic k-means algorithm have been proposed. The most 

popular implementation of this algorithm is the Lloyd algorithm [12].   
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1.2. Bi-clustering: Bi-clustering of a set of data, is actually a technique for classification that exploits the information  

from a training set. A set of data is basically formed by samples, which are represented by a sequence of features that 

are considered to be relevant for the representation of the samples. Instead of considering samples only, bi-clustering 

aims at finding simultaneous classifications of samples and of their features. Moreover, if a training set is known, a bi-

clustering can be constructed by exploiting this training set. The corresponding partition in bi-clusters is able to 

associate subgroups of samples to subgroups of features, so that the features causing the classification of the training 

set are revealed. This information can then be exploited for performing classification of samples which do not belong to 

the training set. 

 
1.3. Fuzzy clustering: Studies were conducted by using fuzzy clustering in detection of leaf spots in cucumber crop 

[13, 14]. Spots on leaves gave an indication of plant diseases, which were examined manually and were then subjected 

to expert advice. Then the experts declared the disease after proper investigation. Scientists proposed a segmentation 

technique for identifying leaf batches in cucumber crop using fuzzy clustering algorithm. The first step of image 

analysis and pattern recognition is the segmentation of image [15]. Segmentation is very critical and inevitable 

component of image analysis and pattern recognition. Image segmentation is carried out by partitioning the image into 

homogeneous disjoint regions pertaining to some criterion as intensity or colour and none of the union of any two 

adjoining region should be homogeneous. 

 

2. Classification  

Classification and prediction are two forms of data analysis that can be used to extract models describing important 

data classes or to predict future data trends. It is a process in which a model learns to predict a class label from a set of 
training data which can then be used to predict discrete class labels on new samples. A classification problem arises 

when an object needs to be assigned to a predefined class or group according to its characteristics. A classification task 

is also referred to as a supervised learning task since the classes or groups are defined before hand and can be used to 

steer the learning process. 

 

2.1. k-nearest neighbour: k-nearest neighbour classifiers (KNN) classify a data instance by considering only the k 

most similar data instances in the training set [16]. The class label is then assigned according to the class of the 

majority of the k-nearest neighbours. A training set is known and it is used to classify samples of unknown 

classification. The basic assumption in the k-NN algorithm is that similar samples should have similar classification. As 

in the k-means approach, the similarities between samples are measured using suitable distance functions. A sketch of 

the k-NN algorithm is given in Fig. 2. 

 
Figure 2. The point marked by the symbol ? is classified according to the classification of its nearest neighbors: (a) k = 

1 and the unknown point is classified as belonging to the class marked by squares; (b) k = 4 and the unknown point is 

classified as belonging to the class marked by squares as well. 

 

2.2. Support vector machines (SVMs): These machines are binary classifiers that are able to classify data samples in 

two disjoint classes [18].  

 
Figure 3. Points in a Cartesian system are separated on the basis of their features and are assigned to two different 

classes: (a) possible separating hyperplanes that do not maximize the margin between the two classes; (b) the separating 

hyperplane found by SVMs, providing the maximum margin. 
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In this technique, two considered classes are linearly separable. In such a case, there exists a hyperplane which is able 

to separate all samples in two classes. Actually, in most of the cases, more than one hyperplane satisfying this condition 

exists and one of them is chosen as classifier on the basis of the margin it creates between the two classes. Intuitively, 

the larger is the margin, the less are the possibilities of misclassifications. Figure 3 shows points in a cartesian system 

to be classified in two different classes. 

 

2.3. Decision trees: A decision tree is a flowchart-like structure with two types of components: (i) Leaf nodes that 

assign class labels to observations, (ii) Internal nodes that specify tests on individual attributes and each branch 

represents an outcome of the test [19]. The tree classifies observations in a top-down manner, starting from the root and 
it moves down according to the outcomes of the tests at the internal nodes until a leaf node has been reached and a class 

label has been assigned. The tree is then constructed by means of recursive partitioning until the current leaf nodes 

contain only instances of a single class or until no test offers any improvement. This tree growing strategy often results 

in a complex tree with many internal nodes that overfits the data because most of the real-life data sets are noisy and in 

most of the cases, the attributes have limited predictive power.  

 

2.4. Bayesian network: Bayesian network is a graphical model that encodes probabilistic relationships among 

variables of interest. This model has several advantages for data analysis when used in conjunction with statistical 

techniques [20]. Firstly, the model encodes dependencies among all variables, therefore, it can readily handle situations 

where some data entries are missing. Secondly, a Bayesian network can be used to learn causal relationships and hence 

can be used to gain understanding about a problem domain and to predict the consequences of intervention. Thirdly, it 

is an ideal representation for combining prior knowledge and data because the model has both a causal and probabilistic 
semantics. Moreover, Bayesian statistical methods in conjunction with Bayesian networks offer an feasible and 

efficient approach for avoiding the over fitting of data. It is a powerful tool for dealing the uncertainties, which widely 

occur in agriculture data sets.  

 

2.5. Artificial neural networks: Artificial neural networks (ANNs) are systems inspired by the research on human 

brain [21]. In these networks, each node represents a neuron and each link represents the interaction between two 

neurons. Each neuron performs very simple tasks, while the network, representing of the work of all its neurons, is able 

to perform more complex tasks (Fig. 4). The ability of a neural network to perform a given task depends on the 

structure of the network. The most commonly used ANNs is the multilayer perceptron, in which neurons are organized 

in layers. The input layer contains neurons that receive the input signal which is then fed to the network. The neurons 

on the output layer are active and the result provided by them is considered as the output generated by the network. 
There are also hidden layers between the input and the output layers. Each neuron can receive input signals from the 

neurons belonging to the previous layer and it sends its output to neurons belonging to the successive layer. The 

organization of neurons in layers and their interconnections define the structure of the multilayer perceptron. 

 

 
Figure 4. The scheme of a multilayer perceptron. In this figure, there is only one hidden layer which contains three 

neurons. 

 

3. Genetic Algorithm 

It is a method of optimization and research technique which uses techniques based on evolution, specifically 

inheritance, mutation and selection [22]. Genetic algorithm at the same time processes a set (population) of potential 
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solutions (individual) for a given problem. Algorithm begins with a set of solutions called sub-population and it creates 

certain number of random solutions. Suitability of those solutions based on criteria of performance is evaluated and 

used to select solutions making a new, better subset of potential solutions [23]. Bad solutions are disregarded and good 

solutions are kept. Good solutions are then hybridized and the whole process is repeated. In the end, similar to the 

process of natural selection, only the best solutions are chosen and combined with each other with the purpose of 

getting one universal solution from the set of solutions, similar to the process of organism population evolution. 

Genetic algorithms are used in data mining to formulate hypotheses about variable dependencies, in the shape of 

association rules or some other internal formalism [24]. Careful selection of structure and parameters of the genetic 

algorithm can secure a significant chance to come up with globally optimal solution after an acceptable number of 
iterations.  

 

4. Association rule mining  
Association rule mining is the technique of discovering association rules used to search unseen or desired pattern 

among the vast amount of agricultural data [25]. In this method, the focus is on finding relationships between the 

different items in a transactional database. Association rules are used to find out elements that co-occur repeatedly 

within a dataset consisting of many independent selections of elements (such as purchasing transactions) and to 

discover rules. An application of the association rules mining is the market basket analysis, customer segmentation, 

catalog design, store layout and telecommunication alarm prediction [26]. Apriori algorithm is one of the association 

rule mining algorithm. 

 

5.  Regression analysis  
Regression analysis is a statistical tool that uses the relation between two or more quantitative variables so that one 

variable (dependent variable) can be predicted from the other variables (independent variables). Regression is a method 

of finding correlation between different metric variables, fields or datasets. It is learning of a function that analyses and 

provides a data item into real valued prediction figure. Strong or weak relationship between the variables is also 

calculated based on certain assumptions. The strength of the system or at what level the considered model is fitted can 

be done by regression analysis. Many regression analysis models are available including simple linear, multiple linear, 

curvilinear and multiple curvilinear regression models. Basically, regression takes a numerical dataset and develops a 

mathematical formula that fits the data. Advanced techniques are available such as multiple regression that allow the 

use of more than one input variable for the fitting of more complex models  such as a quadratic equation. Multiple 

linear regression (MLR) is the method used to model the linear relationship between a dependent variable and one or 

more independent variable(s). The dependent variable is sometimes termed as predicting i.e. rainfall and independent 
variables are called predictors i.e., year, area of sowing and production.  

 

III. APPLICATION OF DATA MINING IN AGRICULTURE 

 

Data mining techniques have already been successfully applied in various fields including engineering, medicine, 

education, marketing etc. In agriculture, farmers have many queries regarding the kind of soil and climatic conditions 

for cultivation of a specific crop and the timelines corresponding with each activity related to agriculture. Recently, a 

number of studies have been carried out on the application of data mining techniques for agricultural data sets. 

 

1. Classification of soils and prediction of soil fertility 

The improved clustering algorithm is a good method for comprehensive evaluation of soil fertility. The k-means 
algorithm is used for soil classifications using GPS-based technologies [27], classification of plant, soil and residue 

regions of interest by color images [28]. Decision tree approach technique is also used in the prediction of soil fertility 

[29]. In addition, naive Bayesian classification technique is used to classify soils that analyze large soil profile 

experimental datasets [30]. A range of spectral reflectance patterns in the visible and infrared range were examined by 

deploying remote sensing for detection of plant stress, particularly nutrient deficiency [31]. This approach can 

potentially lower operating cost of fertilization and may minimize loss of crop productivity. 

 

2. Relationship between sprays and fruit defects 

Fruit defects are caused for a multitude of reasons including physical injury or the damage caused by birds, pathogens 

and insects. These defects may be recorded manually or through computer vision (detecting surface defects when 

grading fruit). Spray diaries are a legal requirement in many countries and record the date of spray and the product 

name. It is known that spraying affects different fruit defects for different fruits. Fungicidal sprays are often used to 
prevent rots from being expressed on fruit. It is also known that some sprays can cause russeting on apples. Grading of 

apples is done before marketing using k-means clustering [32]. Currently some efforts have been made with regard to 

the use of data mining in horticulture [33]. 
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3. Forcasting of weather and rainfall 

For simulation of daily precipitations and other weather variables, k-nearest neighbor approach technique can be 

applied [34]. It also helps in the forecasting of climate and in the estimation of soil water parameters which are referred 

to as lower limit of plant water availability (LL), drained upper limit (DUL) and plant extractable soil water (PEWS) 

[35]. With the advancement of satellite remote sensing technologies, the forest and agricultural land observations have 

become very convenient. These sensors produce potentially useful data in enormous quantity on daily basis. This 

quantity of data also presents a challenge of data interpretation and classification to the researchers. Scientists have 

been widely using techniques such as k-means, k-nearest neighbour and artificial neural network for classification of 

remotely sensed images.  
Somvanshi et al. [36] designed the model for the prediction of rainfall using artificial neural networks and Box-Jenkins 

methodology. Other applications of artificial neural networks in hydrology are forecasting daily water hassle and flow 

forecasting. Sawaitul et al. [37] focused the information about weather and the recorded parameters were used to 

forecast weather. If there is a change in any one of the recorded parameters like wind speed, wind direction, 

temperature, rainfall and humidity, then the upcoming climatic conditions can be predicted using artificial neural 

networks and back propagation techniques. Farmers are being issued information from the state agricultural universities 

and government kissan portals through e-mails or SMS about the weather conditions, sowing of crops and 

prevalence/prevention of pathogens and pests in different geographical regions and agro-ecosystems.  

 

4. Prediction of crop yield  

For estimation and analysis of the crop yield, k-means clustering is used [38]. Jagielska et al. [39] described 

applications of data mining to agricultural related areas in relation to yield prediction. In the past, yield prediction was 
achieved by considering farmer's experience on particular field, crop and climate condition. The additional information 

about data like probability in probability theory, grade of membership in fuzzy set theory could also be discussed. The 

neural network is used in prediction of flowering and maturity dates of soybean [40] and in forecasting of water 

resources variables [41].  

Veenadhari [42] studied the influence of climatic factors on major kharif and rabi crops production in Bhopal district of 

Madhya Pradesh state. The findings showed that the productivity of soybean crop was mostly influenced by 

comparative humidity followed by temperature and rainfall by using the decision tree analysis technique. The same 

technique showed that the productivity of paddy crop was mostly inclined by rainfall followed by comparative 

evaporation and humidity. For wheat crop, the analysis revealed that the productivity is mostly influenced by 

temperature followed by relative humidity and rainfall. The result of decision tree was confirmed from Bayesian 

classification. The rules formed from the decision tree were useful for identifying the conditions required for high crop 
productivity. 

 

5. Planning of grain, oil seed or cash crops for cultivation 

Genetic algorithms can be used for the process of decision making with the purpose of finding appropriate crops to 

grow, which will be highly profitable to our farmers [43]. Support vector machine technique may be used in area of the 

crop classification [44] and in the analysis of the climate change scenarios [45]. It can also be used for detecting weed 

and nitrogen stress in corn [46]. 

 

6. Control of weeds among the crop plants in the field 

Weeds are unwanted useless plants that compete with crop plants for space, nutrients, water, sunlight and other 

elements. These weed plants reduce the biomass and yield of the main crop. Thus, weeds pose a serious constraint to 
agricultural production and usually result in average ~ 12% losses of the world‟s agricultural output. Therefore, weed 

control is indispensable in every crop production system. The losses due to weed growth include interference with 

cultivation of crops, loss of biodiversity, loss of potentially productive lands, loss of grazing areas and livestock 

production, choking of navigational and irrigation canals and reduction of available water in water bodies. They 

decrease quantity and quality of produce/food, fibre, oil, forage/fodder and animal products (meat and milk), and cause 

health hazards to humans and animals. Weeds force the use of large amounts of human labour and technology to 

prevent greater crop losses. 
 

Goel et al. [47] reported a strong correlation between the digital information, e.g., spectral data of the aerial image and 

soybean crop physiological parameters such as chlorophyll fluorescence, leaf greenness, leaf area index, photosynthesis 

rate and plant height. They used multi-spectral (24 wave band with a range of 475.12 nm to 910.01 nm) airborne optical 

remote sensing technique for detecting weed infestation in site-specific managed field crops. Their results indicated that 

the wave band centered on 675.98 and 685.17 nm in the red region and 743.93 to 830.43 nm in the NIR region, had 

good potential for weed classification in a maize field. The Schiffes multiple range tests provided a p-value that was 

less than 0.05 to support their findings. Tellaeche et al. [48] purposed an approach for the detection of weeds in 

agriculture and summarized an automatic computer vision system for the detection and differential spraying of Avena 
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sterilis, a toxic weed found in cereal crops. So, a hybrid decision making system based on the Bayesian and Fuzzy k-

means classifiers has been designed where the apriori probability required by the Bayes framework is supplied by the 

Fuzzy k-means. 

 

7. Optimizing the use of pesticide by data mining 

Global crop yields are reduced by 20 to 40% annually due to attack of plant pests and pathogens. For the control of 

pests and phytopathogens in agriculture, farmers have mostly relied on the application of synthetic pesticides and the 

global pesticide market is presently growing at a rate of 3.6% per year [49]. However, indiscriminate use of chemical 

pesticides to control the pathogens/insects has generated several problems including resistance to 
insecticides/fungicides, outbreak of secondary pests as well as safety risks for humans and domestic animals. 

Moreover, the long persistence of applied pesticides in soil leads to contamination of ground water and soil, and the 

residual toxic chemicals may enter in the food chain. Hence, excessive use of pesticides is harming the farmers with 

adverse financial, environmental and social impacts. 

Recent studies showed that attempts of cotton crop yield maximization through pro-pesticide state policies have led to a 

dangerously high pesticide use. Coarse estimates of the cotton pest scouting data recorded stands at around 1.5 million 

records and growing. The primary agro-met data recorded has never been digitized, integrated or standardized to give a 

complete picture and hence, cannot support decision making. These studies have reported a negative correlation 

between pesticide use and crop yield. By data mining, using the cotton pest scouting data along with the meteorological 

recordings, it was shown that how pesticide use can be optimized (reduced). Clustering of data revealed interesting 

patterns of farmer practices along with pesticide use dynamics and hence help in identifying the reasons for this 

pesticide abuse [50]. Creating a novel Pilot Agriculture Extension Data Warehouse followed by analysis through 
querying and data mining some interesting discoveries were made, such as pesticides sprayed at the wrong time, wrong 

pesticides used for the right reasons and temporal relationship between pesticide usage and day of the week [51]. 

 

8. Sorting apples by watercores 

Before going to market, apples are checked and the apples showing some defects are removed. However, there are also 

invisible defects that can spoil the apple flavor and look. An example of invisible defect is the watercore. This is an 

internal apple disorder that can affect the longevity of the fruit. Apples with slight or mild watercores are sweeter, but 

apples with moderate to severe degree of watercore cannot be stored for any length of time. Moreover, a few fruits with 

severe watercore could spoil a whole batch of apples. For this reason, a computational system is under study which 

takes X-ray photographs of the fruit while they run on conveyor belts [52] and which is also able to analyse (by data 

mining techniques) the taken pictures and estimate the probability that the fruit contains watercores [53]. Neural 
network is also applied for discrimination between good and bad apples. 

 

9. Prediction of problematic wine fermentations 

Wine is widely produced from grapes all around the world. The fermentation process of the wine is very important, 

because it can impact the productivity of wine-related industries and also the quality of wine. If the fermentation defect 

could be categorized and predicted at the early stages of the process, it could be altered in order to guarantee a regular 

and smooth fermentation. Fermentations are nowadays studied by using different techniques such as the k-means 

algorithm [54] and a technique for classification based on the concept of bi-clustering [55]. Urtubia et al. [56] 

demonstrated that the prediction of wine fermentation problems can be performed by using a k-means approach. 

Knowing in advance that the wine fermentation process could get jammed or be slowed, it can help the enologist to 

correct it and ensure a good fermentation process. Moreover, taste sensors are used to obtain data from the fermentation 
process to be classified using ANNs [57]. 

 

10. Prediction of metabolizable energy of poultry feed using group method of data handling-type neural network 

A group method of data handling-type neural network (GMDH-type network) with an evolutionary method of genetic 

algorithm was used to predict the metabolizable energy of feather meal and poultry meal based on their protein, fat and 

ash content [58]. Published data samples were used to train a GMDH-type network model. It is also reported that the 

GMDH-type network may be used to accurately estimate the poultry performance from their dietary nutrients such as 

dietary metabolizable energy, protein and amino acids [59]. 

 

11. Detection of diseases from sounds issued by animals by neural networks 

The detection of animal‟s diseases in farms can impact positively the productivity of the farm, because sick animals can 

cause contaminations. Moreover, the early detection of the diseases can allow the farmer to cure the animal as soon as 
the disease appears. Coughing, in human and animals, is associated with the sudden expulsion of air and it is typically 

accompanied with a sound, whose changes may reflect the presence of diseases. The sound provided by pigs due to 

coughing can be used to monitor possible health problems. An expert could analyze whether the cough of a pig signals 
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the presence of a potential disease and eventually check the health of the pig. Systems for the automatic control of the 

pig houses are useful to avoid the infection of humans because of the presence of contagious diseases. Therefore, 

considerable efforts have been undertaken to develop and apply sensing techniques for diagnosis of diseases in pig 

farms. The early detection of animal diseases can bring on the consumer‟s table better meat, by reducing, for instance, 

the residuals of antibiotics. 

A neural network approach for cough recognition is described [60]. The training set is obtained by experimental 

observations, where the sounds produced by pigs are recorded and where each record is labeled by an expert in 

different ways. A metal construction has been built in order to perform the experiments, where pig sounds are recorded. 

The construction is covered with transparent plastic material for controlling the environment around the animal. The 
time signal of these sounds is analyzed mathematically and transformed in a vector formed by 64 real numbers. The 

vectors are normalized before the use, because their components can variate significantly even when comparing two 

vectors from the same class. These variations are mainly due to the distance and direction between the pigs and the 

microphone. A neural network is trained using the training set obtained during the experiments. The used network is a 

multilayer perceptron with one hidden layer of hyperbolic tangent neurons, while the output layer consists of logistic 

neurons. The network is firstly trained to discriminate between coughs and metal clanging, and it is able to reach 

percentages of correct recognition greater than 90%. Successively, the network is trained in order to distinguish among 

four sounds: coughs, metal clanging, grunting and background noise.  

 

12. Growth of sheep from genes polymorphism using artificial intelligence 

Polymerase chain reaction-single strand conformation polymorphism (PCR-SSCP) method was used to determine the 

growth hormone (GH), leptin, calpain and calpastatin polymorphism in Iranian Baluchi male sheep. An artificial neural 
network (ANN) model was developed to describe average daily gain (ADG) in lambs from input parameters of GH, 

leptin, calpain and calpastatin polymorphism, birth weight and birth type. The results revealed that the ANN-model is 

an appropriate tool to recognize the patterns of data to predict lamb growth in terms of ADG given specific genes 

polymorphism, birth weight, and birth type. The platform of PCR-SSCP approach and ANN-based model analyses may 

be used in molecular marker-assisted selection and breeding programs to design a scheme in enhancing the efficacy of 

sheep production [61]. 

 

13. Analyzing chicken performance data by neural network models 

A platform of artificial neural network-based models with sensitivity analysis and optimization algorithms was used 

successfully to integrate published data on the responses of broiler chickens to threonine. Analyses of the artificial 

neural network models for weight gain and feed efficiency from a compiled data set suggested that the dietary protein 
concentration was more important than the threonine concentration. The results revealed that a diet containing 18.69% 

protein and 0.73% threonine may lead to producing optimal weight gain, whereas the optimal feed efficiency may be 

achieved with a diet containing 18.71% protein and 0.75% threonine [62]. 

 

14. Detection of meat and bone meal by support vector machines 

Since the emergence of the mad cow crisis in Europe and all its socio-economic consequences, European Union 

regulatory agencies have established many legal measures to assure the safety and the quality of feedstuffs for animals. 

One of the most important decisions is to ban meat and bone meal in feedstuffs destined to farm animals which are 

kept, fattened or bred for food production. Controls are needed to verify whether meat and bone meal is used for 

accidental contamination or against the law. Therefore, the effective enforcement of this regulation requires accurate 

and efficient analytical methods capable of analyzing thousands of samples per year.  
Near-infrared microscopy method has been developed, which works well in discriminating the different ingredients 

found in compound feeds. Each particle in the feedstuffs is evaluated on the basis on its chemical properties rather than 

its appearance. Recently, new methods have been developed that combine the advantages of spectroscopic and 

microscopic methods along with much faster sample analysis. The goal is to gather spectral and spatial data 

simultaneously by recording sequential images of a predefined sample. The set of data obtained using this method (a 

collection of spectra) can be used for training a SVM with the aim of defining a classifier able to discriminate between 

vegetable and meat and bone meal [63].  
 

Spectra coming from 26 pure animal meals and spectra coming from 59 pure vegetable meals are used for creating a 

training set. The analyzed animal and vegetable materials are selected to span the diversity of materials which are 
mainly used for the formulation of compound feeds. In total, more than 267,000 spectra were collected from pure 

animal and vegetable meals. In this application, samples belonging to two classes only have to be discriminated and 

therefore only one SVM is needed. Different kernels have been tested using the obtained set of data and the results 

show that the best choice is the Gaussian kernel, which provides accurate predictions. In this particular area, it is very 

important that all samples are classified with a good precision. Human analysis can be included in the process for 

verifying whether there are false detections of meat and bone meal, but this would require additional expenses. 
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IV. CONCLUSION 

 

Recent technologies are able to provide a lot of information on agricultural-related activities, which can then be 

analyzed in order to find important information. There is large amount of data in agriculture that is currently available 

from many resources and many applications of data mining techniques are recently being used in agriculture. The 

application of data mining techniques in agriculture is relatively a novel research field. In a near future, more 

sophisticated techniques can be developed to address complex problems in agriculture-related fields and hence may 

provide better results. A lot of work has to be done on this emerging and interesting research field involving 

multidisciplinary approach consisting of mathematicians and computer scientists to help agronomists and farmers in 
finding solutions to the complex problems to impove agriculture productivity leading to sustainable agriculture. 
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